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ABSTRACT
We formally present the Mutual State Capability-Based Role
Assignment (MuSCRA) model, as we introduce that an agent,
acting in a team, has capabilities that depend not only on
its own individual skills, but also on its teammates and their
mutual state. The MuSCRA model includes a description
of roles in terms of its association value with states and ac-
tions. Role assignment policies are evaluated with a utility
accounting for the match between the new mutual state ca-
pabilities and the desired roles, weighted by a risk factor.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Algorithms
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1. INTRODUCTION
In heterogeneous teams, agents have different capabilities

with regards to different roles. Common approaches to this
problem use market-based techniques, where agents bid over
the roles or tasks [1], and do not explicitly model the ca-
pabilities of agents. Other approaches model single-agent
capabilities [3], or model uncertainty in capabilities [2], but
do not incorporate the state of the agents.

We focus on role assignment in a heterogeneous team,
where an agent’s capability depends on its teammate and
their mutual state, i.e., the agent’s state and its teammate’s
state. The capabilities of an agent are represented by a mean
and variance of the utility attained by performing the action,
which captures information about both the innate abilities
of the agent, as well as how effective a particular pairing of
agents would be when the action is taken in their mutual
states. For example, an agent may perform an action well
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with a particular teammate in some mutual states, but not
in other mutual states, or with any other agent.

We present a formal framework (named MuSCRA) for
representing these situations, and formally describe how to
compute the value of a role assignment policy, using a no-
tion of risk. There are several real scenarios in dynamic
environments where MuSCRA can be applied. In robot soc-
cer, robots may have different capabilities in kicking the ball
accurately and passing the ball to one another, which de-
pends on the role assignments and mutual states of robots.
Similarly, in urban search and rescue, different robots have
different capabilities, for example the ability to cross rough
terrain, the speed of movement, and the ability to detect
trapped humans.

2. MODELLING AGENT CAPABILITIES
A heterogeneous team of agents consists of agents with

different capabilities, and the goal is to find an assignment
of roles for the agents such that the best team configuration
is achieved, in terms of the utility attained. The capability
of an agent to successfully perform an action depends on the
teammate and their mutual state, i.e., the agent’s state as
well as the teammate’s.

2.1 The MuSCRA Model

Definition 1. A Mutual State Capability-Based Role As-
signment (MuSCRA) model is a tuple {X ,A,a,R, S, E, C, ρ}

• X is the set of states

• A is the set of actions

• a is the set of agents

• R is the set of roles

• S : R × X → R is the association between roles and
states

• E : R×A → R is the emphasis of actions in roles

• C : a × X × A × a × X → (μC, σ2
C) is the function of

capabilities, where

C(a1, x1, A, a2, x2)

returns the mean and variance of the utility obtained
when agent a1 in state x1 performs action A while
agent a2 is in state x2

• ρ ∈ (0, 1) is the amount of risk to take in assigning
roles
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States and Actions
The set of states X is the set of all possible states of the
agents. X is not the joint state-space of the team — each
x ∈ X represents a state that a single agent can be in.
Similarly, A is the set of all possible single-agent actions,
not the joint action-space.

Agents and Roles
The set of agents, a, represent the team of cooperative agents
whose roles are being assigned. The roles of the team, R,
represent associations with certain states of the world, as
well as an emphasis in certain actions. Each role is assigned
to a single agent, and so roles can be viewed as the smallest
element of a team.

Role-State Association and Role-Action Emphasis
Roles are associated with states of the world, and is repre-
sented by the function S : R × X → R. S indicates
how strongly associated a state and role are, where a higher
value indicates a stronger association. Similarly, different
roles emphasize different actions, and is represented by the
function E : R×A → R. S and E obey the following:

∀R ∈ R, 0 ≤ S(R, x) ≤ 1, 0 ≤ E(R, A) ≤ 1 (1)

∀R ∈ R,
∑
x∈X

S(R, x) = 1,
∑
A∈A

E(R, A) = 1 (2)

Eqn. 1 states that all associations and emphases of roles
are between 0 and 1. Eqn. 2 normalizes across roles to ensure
that the weighting of every role is equal.

Mutual State Capabilities
The capability function C(a1, x1, A, a2, x2) returns the
mean and variance of the utility obtained when agent a1

performs action A involving a2 when a1 and a2 are in their
mutual state (x1, x2). C takes into account that an agent’s
ability to perform an action and achieve the desired outcome
depends on the teammate, and their mutual state, i.e., the
agent’s state and the teammate’s state, and that there is
uncertainty in the utility obtained by performing the action.

Risk
The ρ term in the MuSCRA model represents how much risk
to take while assigning roles to the team. The utility Ur of a
role assignment is normally distributed, and given a certain
value of ρ ∈ (0, 1), u is a value such that P (Ur ≤ u) = ρ.

2.2 Evaluating Policies in MuSCRA
In order to evaluate different assignments of roles in the

MuSCRA model, we define that a role assignment policy
π : R → a is an assignment of roles to agents such that every
agent has at most 1 role, i.e., π(R) = π(R′) ⇒ R = R′.

Utility of a Policy
Given a role assignment policy π, we determine the utility of
the team thus assigned, taking into account the capabilities
of each agent and its assigned role. We define the utility of
a role assignment policy as: U : π → (μπ, σ2

π), where μπ and
σ2

π represent the mean and variance of the policy’s utility.
We can compute U as shown below:

U(π) =
∑

R,R′∈R:R 	=R′
x,y∈X
A∈A

φ(·)C(π(R), x, A, π(R′), y)

where φ is a weight function:

φ(R, x, A, R′, y) = E(R, A)S(R, x)S(R′, y)

Using the action emphasis function E and role-state asso-
ciation function S, φ determines how much weight to place
on the utility of an action taken by a role. Thus, actions
with more emphasis in the role will reflect a higher weight
in φ. Similarly, highly associated states of the agent and its
teammate will have higher weights during U ’s calculation.

Incorporating Risk into Utility
Given the risk parameter ρ, we define the value of a policy:

Definition 2. The value of a policy is given by the func-
tion V : π → R, where:

V (π) = μπ +
√

σ2
πΦ−1(ρ)

where Φ−1 is the inverse of the standard normal cumula-
tive distribution function, and μπ and σ2

π are the mean and
variance returned by U(π) respectively.

3. CONCLUSION
We formally defined the Mutual State Capability-Based

Role Assignment (MuSCRA) model, and described each of
its components. Capabilities of agents in MuSCRA are de-
fined not only as a pairing between an agent and action,
but also incorporates the teammate, and their mutual state,
i.e., the state of the agent and its teammate. This allows
a generalization of capabilities to include the fact that the
utility of an action in a team depends on the composition of
the team, as well as the state of the world. In addition, ca-
pability is represented by a mean and variance, to signify the
uncertainty in the world, as well as the reliability of the data
collected from observations. We defined how to determine
the utility of such a policy in terms of a mean and variance,
and how to incorporate the risk factor to retrieve the value
of a policy, which adjusts the mean-to-variance trade-off in
the role assignment policy.
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